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The Kavli Centre for Ethics, Science, and 
the Public

Aim is to experiment with ways of bringing scientists and 
publics together to explore, anticipate and act on the 

ethical challenges associated with the future of discovery 
science



Bringing the public into the ethics of science and AI



Bringing the public into questions of 
trustworthy AI 

1. An ecosystem of trust
2. Trust: What, Who and Why 
3. A culture of tust



Trustworthy AI 
should be:

- Lawful
- Ethical
- Technically and 

socially robust



While “Trust” is usually not a property ascribed to 
machines, this document aims to stress the 
importance of being able to trust not only in the fact 
that AI systems are legally compliant, ethically 
adherent and robust, but also that such trust can be 
ascribed to all people and processes involved in the AI 
system’s life cycle.

Trust in socio-technical systems



“Maintaining public trust 
over the safe and secure use 
of their data is paramount to 
the successful widespread 
deployment of AI and there 
is no better exemplar of this 
than personal health data.”



”…currently AI ethics overloads the notion of trust 
and trustworthiness and turns it into an umbrella 

term for an inconclusive list of things deemed 
“good”” 

(Reinhardt 2022)



Trust and trustworthiness

Trust usually related to specific things as a 3 part relation: A trusts 
B to do X (/with valued item C/ in domain D)
More than ‘mere’ reliance (acting on the supposition that 
something or someone will behave as we expect it to)
Trust and trustworthinesss



An ‘ecosystem’ of trust in AI

• Trust essential feature of social and economic interaction
• Means of dealing with uncertainty, vulnerability and social 

complexity 

“Citizens fear being left powerless in defending their rights and 
safety when facing the information asymmetries of algorithmic 
decision-making, and companies are concerned by legal 
uncertainty. While AI can help protect citizens' security and enable 
them to enjoy their fundamental rights, citizens also worry that AI 
can have unintended effects or even be used for malicious 
purposes… lack of trust is a main factor holding back a broader 
uptake of AI.”(EU white paper on AI, 2020)



Who is trusted (and by whom)?



Trust in AI: Whom do people trust?

• Queensland/KPMG study 2023 on trust in 
organisations responsible for developing and 
implementing AI across 17 countries
– 50%  high or complete confidence in universities and 

research institutions 
– 38% technology companies
– 33% national government 

• When people are confident in entities to develop and 
govern AI, they are more likely to trust in AI systems

• Trust is a key driver of AI acceptance



Trust in data

• Health systems and academic researchers are trusted more with 
health and genomic data than private sector researchers and 
governments 

• Levels of trust vary internationally
• Trust is a strong predictor of someone’s willingness for data 

about them to be used (or to make data about themselves 
available)



Middleton et al. 2020 https://doi.org/10.1016/j.ajhg.2020.08.023 

https://www.ga4gh.org/news_item/public-attitudes-for-genomic-policy-
brief-trust-and-trustworthiness/ 

Genomic data

https://doi.org/10.1016/j.ajhg.2020.08.023
https://www.ga4gh.org/news_item/public-attitudes-for-genomic-policy-brief-trust-and-trustworthiness/
https://www.ga4gh.org/news_item/public-attitudes-for-genomic-policy-brief-trust-and-trustworthiness/


People vary in their propensity to trust

17

Younger generations, the university 
educated, and men from emerging 
economies are more likely to trust AI 
systems (Gillespie et al. 2023)



Judging trustworthiness

“trust is valuable only when directed to agents 
and activities that are trustworthy.” (O’Neill 2018) 





If it is reliable/keeps its 
promises

Ipsos 
Trustworthiness 
Monitor 2022

If it is open and transparent about 
what it does



Percent





The qualities of trustworthy AI

• Principles of transparency, accountability, fairness 
accord with the value of responsibility, openness 
and keeping promises for trustworthiness 

• Emphasised in both quant (e.g. Gillespie et al. 
2023; Turing/Ada Lovelace 2023) and qualitative 
work (e.g. CDEI 2022, AAAS 2021)

• But how they play out may vary by domain of 
application and by socio-cultural context

Gillespie et al. 2023



Cultures of Trust



Trustworthy and Responsive AI

• In some accounts, trustworthiness involves being appropriately 
responsive to the reason to do what you are being depended on to 
do
– Trustworthiness is expressed in action when activated by being counted on. To 

be trustworthy with respect to A in D thus requires that B be capable of 
recognizing that A is counting on her and, roughly, what they are counting on 
her for. (Jones 2012)

• Requires a level of awareness and reflexivity
– to be fully trustworthy, we need to have a clear vision of what it is that others 

are trusting us to do, what we are able to offer them, and how social relations 
may shape our relationship of trust (Potter 2002:27-28)

– Challenge for AI tools (cf CDEI 2022 work on AI Governance)
– But also for the AI ‘ecosystem’

• And effectively signalling this to the trustee  



What is it we are being counted upon to do? Building a 
trust culture

• Establishing effective trust relations is central to aligning AI with societal 
values and goals 
– We know a lot about who is trusted (or not) to develop AI
– We know something (conceptually and empirically) about what it might be to be 

trustworthy to the public
– We know little about trust as a responsive system
 

• Focus on closer and responsive trust relationships between the AI 
ecosystem and the public
– Terms and limits of trust –  align and evolve expectations about when and why trust is 

needed (including when it’s not) and what trusting and being trusted involves
– Signals of trust –  understand which shared cues we can use to identify both when an 

individual, organization or system can be expected to respond (be trustworthy) but also 
so that individuals/organisations/systems know when they are being trusted (rather than 
relied upon) 

– Acting on trust – what kinds of organizations, systems and governance are able to 
respond and adapt appropriately when they are being trusted

– Challenges that require iterative engagement, communication and deliberation 



Acknowledgements

Anna Middleton
Alessia Costa
Tuba Bircan
Catherine Galloway
Daniela Boraschi
The Engagement and Society team, Wellcome 
Connecting Science 


